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Abstract.   A method for constraining seismic velocity structure near the core-mantle boundary is introduced, whereby the frequency-dependent slope of the travel-time curve (ray parameter) measured from relative travel-times of diffracted compressional wave arrivals (Pdiff) is compared to that derived from a synthetic dataset of diffracted arrival records.  This approach is applied to a single, deep-focus event recorded by over 350 broadband stations with epicentral distances greater than 100°.  Intermediate and long period diffracted waves for the event are found to be coherent on a global scale and the determination of relative travel times was expanded accordingly.  Utilizing multiple 3D mantle models as a constraint on resolution of the upper mantle, the minimum distance found for consistent ray parameter measurement was estimated at 15°.  The average ray parameter derived from the dataset is found to increase from 4.5s/° to 4.7s/° in the period range of 10s to 70s – a dispersion rate of 5%.  Through forward modeling, the PREM earth model was found to demonstrate comparable dispersion rates for Pdiff.  The PREM earth model was therefore determined as an acceptable model for diffracted dispersion behavior.  The level of strong variation in the ray parameter dataset was found to be ±1.5% for periods below 40s, in close accord to current estimates of lowermost mantle lateral P-velocity heterogeneity from whole mantle tomography.  Long period results show significant scatter that was attributed to measurement error from inherent difficulties associated with the tradeoff between signal quality, window length and interfering depth and core phases.

1.
MOTIVATION

   Nearly 2900 km below the surface of the earth, the solid silicate mantle presses against the liquid iron core.  Long envisioned as a humble thermal boundary between the core and mantle, discoveries over the last few decades have cast doubt on Bullen’s simplistic D” layer.  Seismic tomography has shown that slabs penetrate into the lower mantle and may descend to the lowermost mantle before being assimilated into the surrounding perovskite and magnesio-wüstite [Grand et al, 1997; van der Hilst et al, 1997].  Finite-frequency tomography has possibly exposed deep mantle plumes, shown as continuous columns of low-velocities, connecting hotspots to the base of the mantle [Montelli et al, 2003, 2006 submitted].  This imaged mass transfer has pushed forward thermal evolution models based on whole-mantle convection, with the core-mantle boundary region (CMBR) playing an intimate role [Garnero, 2004].   

   The earliest evidence for complex behavior at the base of the mantle came from seismic observations demanding a discontinuous increase in velocity, known as the D” discontinuity, to occur only a few hundred kilometers above the core-mantle boundary [see Wysession et al, 1998, for a review] in contrast to the gentle velocity-gradient expected from a purely thermal perspective.  There are a number of possibilities to explain such observations: (1) chemical reactions at the core-mantle boundary [Knittle and Jeanloz, 1991], (2) dense subducted slabs coming to rest at the base of the mantle [Wysession, 1996], (3) partial melting of silicates, (4) a perovskite - post-perovskite phase transition [Murakami et al, 2004], and (5) small-scale convection [Solomatov and Moresi, 2002].  Furthermore, seismic observations point out that the D” discontinuity is by no means a global structure, with intermittent detection of the discontinuity and strong lateral and radial variations [Kendall and Shearer, 1994].  Seismic anisotropy in the region below the D” discontinuity also displays small-scale variations that may describe the interaction between slabs and lowermost mantle material [Garnero and Lay, 1997; Russell et al, 1999; Avants et al, 2006; Rokosky et al, 2006].  With such strong lateral, radial, and internal variations on the scale of tens to hundreds of kilometers, the D” discontinuity suggests a highly complex interaction between the mantle at large, the lowermost mantle and the core [Loper and Lay, 1995].

   Another developing issue on core-mantle interaction comes from observations of the earth’s nutation.  Geodetic investigations indicate the fluid outer-core and the solid mantle need to be coupled by electromagnetic torque to resolve discrepancies between the observed nutation of the earth and theoretical nutation models [Buffett, 1992; Buffett et al, 2002].  Physical models to explain the electromagnetic coupling demand the presence of exceptionally high concentrations of iron in the lowermost mantle that should be detectable as ultra-low velocity zones (ULVZ) at the base of the mantle [Buffett et al, 2000; Kanda and Stevenson, 2006].  Remarkably, multiple assessments of core-reflected and diffracted seismic phases have found patches of ULVZs tens of kilometers thick at the base of the mantle that appear to have a strong correlation with hotspot locations [Garnero et al, 1998; Rost and Garnero, 2006].  Combined with evidence for a strong chemical component to lower mantle seismic heterogeneity [Masters et al, 2000; Trampert et al, 2004], it appears the core-mantle boundary may represent a region of both thermal and mass flux between two distinct regimes.  It has become critical that we understand the CMBR in order to understand how the mantle and core interact and how strongly this interaction influences the internal dynamics of the two regimes.  

2.
CHALLENGE

   The CMBR will likely remain permanently veiled from direct observation.  Therefore the most non-controversial direct information about the CMBR comes from seismic waves that pass through it.  The derivation of density, composition and temperature of the earth's mantle from seismic velocities demands accurate ascertainment of those velocities.  Yet only the largest-scale velocity structures in the CMBR are agreed upon by global tomography studies.  Because seismic structure of the lowermost portion of the mantle is not well constrained, neither are the physical parameters or the processes occurring there.  Reliable determination of the velocity structure of the lowermost mantle will require knowledge of the overlying mantle and crustal velocity structure, a quality dataset and accurate methodology.  One of the most significant hindrances to further resolution of the lowermost mantle comes from the theoretical limitations imposed by ray theory: the inability to properly handle diffracted phases and frequency dependence [Zhao and Jordan, 2006].  

   Core-diffracted waves, first described by Guttenberg [1914] and later theoretically explained in a series of papers [Knopoff and Gilbert, 1961; Alexander and Phinney, 1966; Phinney and Alexander, 1966, 1969; Teng and Richards, 1969], bend around the core (see Figure 1 for a ray-esque point of view) in a wave process that can be linked to Huygens' Principle.  Diffracted arrivals are not predicted by ray theory and as such, are often disregarded by tomographers due to their physical complexity.  The first diffracted arrivals occur at ~100º, where optics predicts a shadow zone due to the earth's core, and are recorded unambiguously out to ~170º [Alexander and Phinney, 1966].  Diffracted waves recorded at appreciable epicentral distances spend a considerable amount of their travel-time diffracting around the core-mantle boundary and are therefore highly sensitive to the CMBR.  A seismic study utilizing core-diffracted waves is well-suited for inferring the structure and processes occurring in the lowermost mantle.

   In a ray theory treatment, all core-diffracted energy bottoms at the same depth which gives rise to the entire wave front sharing a single ray parameter.  This is seen in the travel time curve of diffracted arrivals (the slope of the curve gives the ray parameter), which is linear with distance (Figure 2).  The ray parameter, p, is related back to the velocity at the core-mantle boundary by:
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where rcore is the core radius and vcmb=αcmb (βcmb) is the P (S) velocity at the CMB.  But as posed in Phinney and Alexander [1966], the ray parameter should vary as a function of frequency and will give substantial information about the velocity gradient of the lowermost mantle.  Early studies employing analog records could not achieve the accuracy required to reliably determine this feature [Alexander and Phinney, 1966; Sacks, 1967; Phinney and Alexander, 1969; Okal and Geller, 1979].  Mula and Müller [1980] were the first to successfully demonstrate that the observed ray parameter is strongly frequency-dependent, and redefined the ray parameter and velocity derived there from.  To emphasize that long period estimates of the ray parameter are not indicative of the core-mantle boundary velocity but rather an average of a large swath of the lowermost mantle, they redefined the equation with the apparent ray parameter pa and the apparent velocity va:
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Later investigations concurred that the ray parameter is frequency-dependent [Wysession and Okal, 1988, 1989; Wysession et al, 1992; Souriau and Poupinet, 1994; Valenzuela and Wysession, 1998] while noting that the ray parameter does vary strongly with geographic position as well.  

   Although Mula and Müller [1980] were able to derive a linear relationship for 20s period synthetic seismograms between the apparent velocity measured and the average velocity of the D” structure, later studies could not reproduce these relationships [Souriau and Poupinet, 1994].  Because of the difficulty in relating the ray parameter to the actual velocity structure, it is necessary to utilize ray parameters derived from synthetic models to make inferences about the CMBR [Wysession and Okal, 1988].  Results from frequency-dependent ray parameter analysis of compressive (P) diffracted waves for observed and synthetic records are presented here to shed new light on the ability of this approach in assessing lowermost mantle velocity structure.

3. 
APPROACH

3.1
Overview

   We demonstrate a multi-step approach for constrained measurement, correction, and interpretation of the apparent ray parameters p as a function of period T.  The reasoning behind the multi-step aspect of the methodology is straightforward: analyzing large datasets of seismic records is inherently challenging due to the level of noise.  This task is compounded by analysis at multiple period-bands where signals lose and gain coherency depending on the local noise spectrum.  A rundown of the approach is as follows.  The initial step involves a pre-alignment of filtered, normalized diffracted arrivals to assure windowing effects on the alignment process in subsequent steps are minimized.  The second step requires the utilization of multi-taper spectral analysis to aid in determining which records contain intermediate period signal (6s to 20s) and those that do not.  The remaining steps are repeated over a set of narrow, equal-logT-width passbands (Figure 3).  Records are first filtered and normalized, after which, a partial evaluation of the signals is performed to remove noisy records that cannot be aligned with certainty.  The remaining records, typically of signal to noise ratio >3, are precisely aligned utilizing a smaller window over the diffracted signal.  Corrections are then applied to the relative arrival times to account for upper mantle, crust and elevation, and ellipticity travel-time perturbations.  Subsequently, a grid-search over azimuth and distance identifies potential narrow azimuth profiles.  Finally, a least squares regression through the relative arrival times in travel-time–distance space for each profile is employed to determine the associated ray parameter.  To make inferences on the velocity gradients, the entire procedure is extended to synthetic seismograms produced for the PREM model [Dziewonski and Anderson, 1981].

3.2
Relative-Arrival Determination

   Calculation of the ray parameter associated with diffracted arrivals can be done with a multitude of methods.  Following the suggestion of Wysession and Okal [1989], the cross-correlation technique is employed in this investigation for reliable determination of the relative arrival times.  However, their preferred use of a slant-stack cross-correlation approach is replaced with the multi-channel cross-correlation (MCXC) technique [VanDecar and Crosson, 1990] to accurately determine the relative-arrival times and the associated ray parameter.

   While the MCXC approach requires the calculation of (n2-n)/2 cross-correlations as opposed to just n in the slant stack method (where n refers to the number of traces to be evaluated), there are several advantages to this technique that outweigh the extra burden.  The most significant of these is that the error associated with each estimated relative-arrival time can be readily determined through Gaussian statistics.  This allows for error bounds on the ray parameter derived from those arrivals.  A second advantage to the MCXC method is that it is considerably more resistive to “phase hopping” associated with oscillatory signals, a boon when evaluating band-limited traces as in this study.  Thirdly, the MCXC technique can be coupled with clustering techniques [Reif et al, 2002; Lawrence et al, 2006; Sigloch and Nolet, 2006; Reif et al, submitted 2006] for quantitative and often-automated detection and removal of noisy traces as well as the potential for independent evaluation of subsets of signals with similar waveform characteristics.  Because of the potential for error constraint, robustness to phase-hopping and quantitative noise analysis we believe this method to be the superior approach.

   We have implemented a frequency-domain cross-correlation algorithm in order to significantly reduce the computational burden.  While this method is not necessarily as fast as a finely-tuned, tiered time-domain approach [VanDecar and Crosson, 1990; Masters et al, 2000], we are more likely to find the global maximum corresponding to the time lag between two signals because we compute all possible values of the cross correlogram.   Due to the close relationship between cross-correlation and convolution, the normalized cross-correlation operation can be expressed compactly as:
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where rij is the series of correlation coefficients for traces i and j at time lags τ, Xi and Xj are the frequency domain transformations of the traces to be correlated, IFFT represents the inverse fast Fourier transform operation, and the ‘ operation gives the complex-conjugate of the transformed trace. These correlation coefficients range between 1 and -1, where 1 indicates a perfect match and -1 a perfect opposite.  Due to the regularity of the formula, most of the operations only need to be calculated once, which significantly reduces the computation and time required.  As long as the signal is the dominant energy in the seismograms and the signal is coherent between each pair, the maximum correlation coefficient rij,max(τmax) will give an indication to how strongly each pair of signals match and the corresponding lag-time τmax will be the time-lag between the pair of signals.  We find that integrating an interpolation scheme with this approach, in order to find a more accurate maximum of the correlogram, requires more computational burden than simply not down-sampling the signals from their original sample rate to achieve similar accuracy.  With all possible (n2-n)/2 pairings correlated, the magnitude of the maximum correlation coefficient, its sign, and the corresponding lag-time for each pairing are organized into nxn matrices Cij, Pij, and Lij.  

   After computing the similarity matrix Cij, cluster analysis is utilized as an efficient means for the quality control of long period data before inverting for relative-arrival times.  A straightforward, practical treatment of cluster analysis is given by Kaufman and Rousseeuw [1990].  The objective of clustering techniques is to identify groups in the dataset based upon a criterion, typically distance or dissimilarity (non-Euclidean cases).  The dissimilarity matrix Dij=1-Cij, is a well-suited measure of the signal incoherence and we utilized this in our clustering.  The hierarchical approach called Unweighted-Pair, Group-Mean Average (UPGMA), or commonly just "group average," was employed to evaluate the dissimilarities.  This method was chosen for its simplicity and applicability to non-Euclidean measures.  The result of the analysis is a dendrogram (Figure 4), where each junction or node of the dendrogram indicates the average dissimilarity between all records linked lower down on one branch of the node compared to those lower down on the other branch.  This does not imply each node is a measure of the overall dissimilarity between all signals linked further down though.  For instance, the end or top node that connects all traces does not give the average dissimilarity overall.  By defining a cutoff for the maximum average dissimilarity allowed between signals, or in another sense by removing nodes above a certain level, we are able to divide the set of signals in a quantified manner.  Noisy records can readily be identified and separated from high-quality records because they are incoherent and typically link high in the dendrogram. 

   The inversion for relative arrival times between signals is calculated with Cij2-weighted least squares:
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where A follows the format of VanDecar and Crosson [1990], W contains the elements of matrix Cij2 arranged along the diagonal and zeros elsewhere, dlag is the column vector containing the elements of Lij, and tarr is the column vector of estimated arrival times.  This weighted approach is more robust to noisy signals that may otherwise introduce significant errors in the relative arrival determination.  Visual inspection of the alignment process in conjunction with monitoring the constraint of the relative arrivals allows poorly aligned signals to be quickly excluded from further analysis.  Correction to the polarity of each trace is thereafter done with a master-trace method.  The master trace xk is found from identification of the row k of Cij with the highest average correlations.  All traces are then multiplied by their respective element from row Pk to match polarity to the master trace.

3.3
Pre-Alignment

   The first step in the pre-alignment process is to align all signals relative to the theoretical travel-time predicted by AK135 [Kennett et al, 1991].  This generally provides alignment around ±10s for Pdiff.  The next problem that must be overcome is that signals at 160° typically do not exhibit the same frequency content as signals at 100°.  We observe that signal periods longer than 25s are common to all diffracted arrivals while shorter periods are not.  Because of this, all signals are band-passed with a minimum-phase Butterworth implementation between periods of 25s to 60s to assure that their frequency content is better matched.  After filtering, all records are normalized to vary on the scale of 1 to -1 to eliminate bias from amplitudes.  As demonstrated in Figure 4, the filtered long period diffracted waveforms are observed to be coherent all around the world.  This strong signal coherency allows for diffracted phase relative arrival times to be constrained on a global basis.  The distinct advantage of this is the estimation of relative arrival times at stations that are geographically remote from other seismometer arrays.  

   It must be noted that because diffracted signals possibly exhibit strong travel-time dispersion with distance, the signal coherence may be typically lower than for direct phases and thus the relative arrivals determined through cross-correlation will not be as accurate.  These estimates can also be misleading if used directly for estimating lowermost mantle velocities from the associated ray parameters.  The shift in dominant period, due to the frequency-dependent amplitude decay caused by diffraction, will cause the arrival time and thus the ray parameter to exhibit erroneous distance dependence.  With narrow filter pass-bands this effect can be minimized at the cost of possibly introducing filtering side-effects.  For the pre-alignment, the signals need to be aligned to accuracies of about ±3s to avoid phase hopping at intermediate periods in the subsequent narrow-band alignment process.  Aligning the signals using the relative arrival alignment approach described above typically gives alignment of this order or better for Pdiff (Figure 5).

3.4
Spectral Signal to Noise Ratio

   As the diffracted signal’s frequency content varies from record to record, an effective method for determining the spectral amplitude content is necessary to eliminate signals exhibiting poor spectral signal to noise ratio (SSNR) for any particular pass-band.  For instance, diffracted signals at 160°, which are purely noise at periods of 8s should not be included in relative arrival time analysis for a pass-band centered at 8s periods.  Multi-taper spectral analysis is an effective method that gives reliable estimation of spectral amplitudes through the use of multiple, distinct tapers over a specific window of data [Park et al, 1987].  This method is typically utilized for the analysis of high-frequency signals but is sufficient for intermediate-period signal analysis as well.  Because the signals are pre-aligned, the process of windowing the signals for spectral analysis only requires window selection for a single record.  Estimates of the SSNR are subsequently found from the ratio of the amplitude content of the windowed signal to the amplitude content of a window of the noise occurring before the diffracted signal.  The SSNR estimates for the set of Pdiff arrivals we analyzed are shown in Figure 6.  The minima at periods of 5s and 8s and the flatline behavior at periods shorter than 5s demonstrates the overall accuracy as this is in agreement with microseismic noise and strong short-period amplitude decay in diffracted signals.  Our cutoff for this analysis removes signals with a SSNR below 1.5 in a specific pass-band.  This value is likely too low but since these are only estimates of the signal to noise ratio we prefer to err on keeping more records.  A significant problem exhibited in the figures is the loss of resolution at periods greater than ~20s due to the short window length required to exclude the diffracted phase from depth and core phases.  Therefore, while the multi-taper method does significantly help eliminate noise from intermediate-period analysis (and overall computation and user time), it cannot discern if a deep-focus earthquake has effectively excited seismically long-periods.

3.5
Narrow-Band Alignment

   The re-alignment of diffracted signals that are band-passed at a constrictive range of periods is a straightforward task.  The process we employed requires two-steps.  A wide window is initially chosen to include a significant portion of pre-signal noise as well as the signal.  Cluster analysis then segregates the records based on the SSNR to allow for effective elimination of signals with sufficiently low SSNR (Figure 7).  This works well at all periods and is found to be more effective than the multi-taper method at noise-elimination for long-periods.  We have found the cutoff utilized in this manner of cluster analysis does vary slightly between pass-bands due to overall SSNR levels and window size but is always best chosen around the inflection point in of the dendrogram.  After this procedure a new window is chosen for the actual realignment.  In the case of intermediate periods, the window is centered on the first few strong peaks of the pre-aligned signal to avoid phase hopping overrunning the results.  For longer periods with strong signal to noise ratio, we found this second step to be unnecessary. Analysis of the confidence of the relative arrivals determined allowed for removal of any signals that exhibited phase hopping characteristics (Figure 8).

3.6 
Corrections

   While the diffracted profiling technique does eliminate source-side effects, those from the receiver-side are not constrained.  In order to get an accurate assessment of a ray parameter derived from travel-times, corrections are first applied to the relative arrival times to account for effects due to heterogeneity in the mantle and crust, surface elevation changes and the earth’s ellipticity.  Early studies investigating diffracted wave ray parameters did not account for ellipticity or lateral heterogeneity in the mantle or crust and so their measured arrival times were widely scattered with distance [Sacks, 1967; Mondt, 1977].  Later studies added both mantle and ellipticity corrections to their analysis [Wysession and Okal, 1988, 1989; Wysession et al, 1992; Souriau and Poupinet, 1994] and found the effects to be significant.  Table 1 gives the ranges of the travel-time corrections applied to all the stations employed in this investigation.

   The upper mantle is littered with strong heterogeneity related to plate tectonics.  The effects of this heterogeneity on the travel times of seismic phases are significant.  The advent of tomography has permitted corrections to the relative arrival times determined here.  With the large amount of recent 3D mantle models now available, the best approach to extracting upper mantle structure from our ray parameter is to utilize several of the current models and negotiate the discrepancies.  An estimate on the extent of variation in the ray parameter from different mantle models can thereby be derived and with an assumption that these models represent the current constraint on the upper mantle we can make inferences about the lowermost mantle.  Perturbation estimates are found by taking the pre-computed 1D ray path, projecting it into 3D between the source and receiver, eliminating the source-side and CMBR portion of the path and accruing travel-time discrepancies along the remainder (the “upswing”) in the 3D mantle perturbation model of choice.  For Pdiff, this ray tracing is computed through the 3D mantle models DZ04 [Zhao, 2004], PRI-P05 [Montelli et al, submitted 2006], MIT2006 [van der Hilst et al, unpublished 2006], and RMSL-P06 [Reif et al, submitted 2006].  Depth slices of the models at important depths (200km, 600km, and CMB) are provided in Figures 9, 10 and 11 to aid in visual comparison.

   The ellipticity of the earth affects the travel-times of all teleseismic phases.  For the profiling technique, ellipticity does have a minor but varying affect on the ray parameter [Wysession and Okal, 1988].  The gradual bulging or thinning of the earth affects travel-times over a global scale, causing the slope of the travel time curve to be perturbed.  For instance, a set of diffracted arrivals starting at the equator and progressing toward lower latitudes, would have successive arrivals traveling through increasingly thinner portions of mantle, introducing a bias to a smaller ray parameter.  These perturbations are approximated utilizing the ray-based method and ellipticity coefficients τ0, τ1, τ2 explained by Kennett and Gudmundsson [1996] for the AK135 model.  We have extended their table of coefficients to include ellipticity corrections for diffracted arrivals beyond 150°.  

   Seismometers are scattered across the globe on a variety of terrain and elevations.  Accurate correction for the crustal component has proven to be an essential task in tomography studies [Montelli, submitted 2006].  Under the right circumstances, the crust and elevation will also have a finite affect on the apparent ray parameter of diffracted waves.  For instance, if a profile of stations extended from the northern Himalayas to nearby Lake Baikal (an extinct rift) the crustal thickness and the elevation would diminish gradually, giving a bias to a smaller ray parameter.  The CRUST2.0 model [available on the REM website: http://mahi.ucsd.edu/Gabi/rem.html] gives a general approximation for both crustal structure and elevation at the scale of 2° by 2° blocks.  Smaller scale structure of the crust is assumed to vary in an incoherent manner for the length scales of this investigation.  Utilizing a ray path approximation, the differential travel times through CRUST2.0 are applied to the measured relative arrival times to remove the crust component.  

   The intrinsic attenuation of seismic energy causes physical dispersion of seismic waves.  To understand why this dispersion affects the period-dependent ray parameter measured in this analysis, note that the change in ray parameter with period is a measure of the dispersion rate of diffracted waves.  This rate is the combined effect of the rate of dispersion from diffraction and from attenuation.  The dispersion related to attenuation can be expressed with Azimi’s Law:
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where α(T) and β(T) are the perturbed velocities for P and S waves at period T due to the influence of attenuation, quantified by the quality factors Qμ and QK [Stein and Wysession, 2003].  The bulk modulus quality factor QK is not thought to be a significant source of attenuation and may be disregarded.  The shear quality factor Qμ, on the other hand is.  Qμ is roughly 300 for the lower mantle in PREM, which will amount to a 0.08% dispersion rate for periods of 10s to 100s for Pdiff at the base of the mantle.  The effect on Sdiff is more significant: 0.23% between the periods of 10s and 100s.  Recent studies of the radial quality factor indicate that the quality structure at the base of the mantle drops rapidly from 450 to roughly 270 [Lawrence and Wysession, 2005].  Using their lower bound value of 244, the dispersion rate is 0.11% (0.3%) for the same range of periods of Pdiff (Sdiff).  This magnitude of an effect is likely worth accounting for.  However, a fallacy in this analysis is that it assumes all diffracted waves are sensitive to only the quality factor associated with the lowermost mantle.  Actually, the longer period diffracted waves are far more sensitive to the high-Qμ (~450) lower mantle.  Assuming the 100s period waves are dispersed by Qμ=450 while 10s periods are dispersed according to Qμ=244, the overall dispersion would be 0.01% for Pdiff and 0.02% for Sdiff; well below our resolution level.  We therefore ignore any possible contribution from attenuation.  Expanding analysis of the Qμ heterogeneity in three dimensions may counter our simple derivation, as Qμ is expected to vary laterally to a considerable degree [Lawrence and Wysession, in press 2006].  Mula and Müller [1980] also found this dispersion to be insignificant compared to that induced by diffraction.

3.7
Profiling

   The method of profiling, whereby diffracted wave analysis is limited to records from stations in a small azimuthal window (or profile) extending from a single earthquake, was introduced by Alexander and Phinney [1966] as a means of eliminating source radiation effects in amplitude analysis.  This method was extended to travel time analysis by Sacks [1967].  Due to the unique geometry of core-diffracted rays along a profile (Figure 1), travel-time perturbations between stations in a profile are also independent of the down-going (source-side) portion of the mantle.  This feature gives the profiling technique a pseudo-differential status because while source-side effects are eliminated, receiver-side crust and mantle anomalies are not accounted for.  

   Utilizing the relative arrival times determined above, a grid search over azimuth and distance quickly identifies possible profiles for each individual pass-band.  Least-squares regression is employed to measure the travel-time curve’s slope.  As suggested in previous investigations [Souriau and Poupinet, 1994; Sylvander et al, 1997], a narrow azimuth window of about 5° suffices for the blind elimination of source radiation effects.  This narrow azimuth window also eliminates the effects of mantle heterogeneity on the source-side of the path for long period signals.  The problem with constricting the azimuth window is that it significantly limits the potential number of profiles.  An inconsistency in previous studies is the length to which the profile must extend to minimize timing errors while not over-smoothing the lowermost mantle heterogeneity.  Sylvander et al [1997] utilized a length minimum of 10° distance and the resulting distribution of ray parameters varied significantly (>±15%).  Investigations employing smaller datasets have tended to employ extended profiles in their analysis, but sometimes at the cost of a narrow azimuth window [e.g. Mondt, 1977].  We gathered redundant profile lengths from 10° to 70° in order to evaluate the reliability of utilizing shorter profiles to infer small-scale structure at the base of the mantle.

3.8
Synthetic Seismograms

   Because of the complex behavior of diffracted waves, the interpretation of velocity structure from the apparent ray parameter requires a forward modeling approach.  We generated synthetics for the PREM model utilizing the reflectivity method [code adapted from the work of B.L.N. Kennett].  The synthetics were generated with the appropriate focal mechanism and a delta function in displacement.  We compared the ray parameters associated with synthetic data to those from the observed data to make inferences on the structure of the lowermost mantle relative to PREM.  Unfortunately we were not able to reproduce the event-station geometry.  Rather we have aligned several synthetic stations into a single profile to get a reliable estimate on PREM dispersion.  This means we were not able to evaluate the effect of station geometry and the focal mechanism on the measured ray parameter.  Reflectivity synthetics have been utilized previously for interpreting intermediate-period apparent ray parameters [Mula and Müller, 1980; Wysession et al, 1992; Souriau and Poupinet, 1994], while studies employing normal mode synthetics have lagged behind due to difficulties in computing modes to intermediate periods [Wysession and Okal, 1988, 1989].  

4.
PRELIMINARY RESULTS

4.1
Event

   To test the above approach, the deep-focus Banda Sea event that occurred on January 27, 2006, was evaluated (details of the event are supplied in Table 2 and were taken from the Global CMT project http://www.globalcmt.org).  This event was particularly of interest because its high body-wave magnitude excited a broad range of periods, offering a significant opportunity to study the spectral behavior of diffracted waves with unprecedented accuracy.  A deep event was preferred as complications due to interfering depth phases are removed.  The Banda Sea local is highly optimal as a majority of the seismometers around the globe are clustered in Europe and North America, well within the core’s shadow zone relative to the Banda Sea (Figure 12).  The seismic data recorded around the globe for this event were provided by the IRIS DMC FARM repository.  All records were corrected for instrument response and converted to displacement prior to analysis.  We elected to include all available broadband stations farther than 100° degrees from the event rather than picking out particular arrays.  This was primarily to increase the potential number of profiles and to demonstrate the ability of cluster analysis to deal with noisy records.  

4.2
Profiles and Resolution

   Figure 13 displays a map depicting the distribution of profiles found in this study.  There are more than 6000 individual ray parameter measurements counting the repeated corrections for each mantle model.  A majority of the profile data come from beneath the central portion of the northern Pacific due to the strong station coverage in the western US.  The overall nature of the dataset therefore most likely reflects this region in particular.  Regretfully, only a few profiles were found in the southern hemisphere where the number of seismometers pales in comparison to that in northern hemisphere.  It is unlikely this method will ever be able to completely constrain southern hemisphere lowermost mantle structure with the current distribution of seismic stations and earthquakes.  It is also interesting to note the distinct fan-like distribution of the profiles as a result of the event to station geometry.  This lends opportunity to evaluate a large swath of the lowermost mantle from a single event.  In future studies including more events this may also prove a useful feature as overlapping profiles with different orientations could detect azimuthal anisotropy in the CMBR.

   To comprehend the resolution that can be obtained with diffracted-wave profiling, results from the global set of Pdiff ray parameter estimates, corrected for receiver-side heterogeneity, are grouped by different profile lengths in Figure 14.  As anticipated, the mantle corrections induce a significant amount of scatter to the shortest length profiles (10° to 15°).  This is because the fine-scale structure of the upper mantle is not agreed upon by the various mantle models included in our study.  With longer profiles, this scatter is sufficiently reduced and reliable inferences about lowermost mantle structure may be made assuming that the corrections applied are truly capturing upper mantle structure.  We limit further analysis of ray parameters to those profiles with length scales of 15° or greater, which reduced the dataset to a total of ~4300.

4.3
Period Dependence

   The travel time corrections applied to the relative arrival times were the same for all pass bands.  As all corrections utilized in this investigation made a ray assumption, it was expected that the corrections would demonstrate reducing accuracy for longer periods.  Figure 15 shows the variance reductions associated with each correction as a function of period. We defined the variance reduction in this case as the corrections’ ability to reduce the global travel time curve to a straight line.  Mantle corrections were the most significant in reducing the variance of the relative arrivals, with greater than twice the impact of ellipticity corrections.  Crust and elevation corrections had little to no combined effect on the dataset.  We believe this might be due to the sharpness of the crust model in comparison to global mantle models.  We are looking into the matter of smoothing our crust corrections by averaging over a larger portion of the CRUST2.0 model to reduce potential mantle-crust aliasing.  Both the mantle and ellipticity corrections demonstrate a reduction in applicability with longer periods.  This may be due in part by the diminishing constraint on relative arrival times with longer period (not shown).  The overall trend though is far too strong to be entirely accounted for by this.  More likely the pattern is due to the limitation of a ray theory approximation to account for the complex behavior of long period diffracted waves.

5.
ASSESSMENT

   When viewed as a whole (Figure 16), the ray parameter dataset exhibits a clear trend to larger values (higher slowness).  We would expect such a trend to appear for a mantle having a positive velocity gradient with depth for most of the lowermost mantle.  Assuming long period diffracted waves are far more sensitive to velocity structure well above the CMBR due to the larger associated 1st-order Fresnel zone compared to intermediate period diffracted waves.  As such, the apparent ray parameter associated with increasingly longer periods becomes increasingly more sensitive to shallower, and thus slower, mantle.  The PREM model has a positive velocity gradient for the entire lower mantle, so PREM may be an accurate assessment of the overall diffracted dispersion rate behavior found for the portion of the lower mantle investigated here.  For comparison, we have overlain the measured period-dependent ray parameter from reflectivity synthetics generated in a PREM earth model.  The bumps in the synthetic-derived curve are due to the noise levels of the synthetics.  The data and the synthetics demonstrate a reasonable match that suggests PREM does a good job fitting the lowermost mantle.  The degree of variation in our dataset indicates compressional velocity heterogeneity in the lower mantle might be typically about ±1.5%.  This is in good agreement with current estimates from mantle tomography models (Figure 13).  An exception to this is that longer periods appear to exhibit stronger variations.  We believe this to be an artifact of measurement error associated with the difficulty in differentiating long period noise from signal.  The task of measuring long period signal was also hampered by the proximity of depth and core phases.  More sensitivity tests will have to be made to assess whether these variations are true or are an artifact of window selection.

6.
SUMMARY

   With the aid of a new approach employing multiple noise elimination techniques to sift out quality recordings of diffracted arrivals, we have shown with confidence that diffracted compressional waves are, for a large region, dispersed by approximately 5% in the range of 10s to 70s (4.5 to 4.7 sec/deg respectively).  As the overall trend of the data matches well with synthetic seismogram-derived estimates of the diffracted dispersion rate for PREM structure in the lower mantle, we conclude PREM is a good match to the overall lower mantle structure sampled in our investigation.  Estimates of the likely lateral variation in gross velocity structure at the base of the mantle are ±1.5% based on the main extent of scatter in our ray parameter dataset.  We believe this to be a reliable estimate based on the usage of multiple upper mantle models that demonstrated the scales necessary to achieve consistent ray parameter results.  More tests will have to be done to assess the scatter in long-period ray parameters as well as the sensitivity of the results to the windows employed for alignment.  
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TABLES & FIGURES

Table 1.  Travel time corrections applied to the dataset (values are in seconds).  The overall range and magnitude of the corrections are given.  Mantle corrections were calculated for the upswing portion of the ray path 300km above the CMB to the Moho below each station.  Ellipticity corrections were calculated according to Kennett and Gudmundsson [1996].  Crust corrections and elevation corrections were both calculated from CRUST2.0.  Elevation corrections are always positive as they are applied to extra crust above sea level in CRUST2.0 which no reference model has.  The crust-portion of the crust correction is for all crust below sea level, which includes the lack thereof as is the case for ocean bottom seismometers (not utilized in this study), and so may be faster or slower than the reference crust (PREM, AK135, or IASP91) depending on the overall crustal structure of CRUST2.0 at that locale.

Table 2.  Details for the Banda Sea event utilized in this investigation.  Values were taken from the Global CMT Project (http://www.globalcmt.org).

Figure 1.  Ray path approximation for the Pdiff wave.  Note that all raypaths share the same down-going path and only diverge at the CMB.  This means that relative arrival time differences are only a function of the CMBR and receiver-side heterogeneity.  If upper mantle heterogeneity perturbs the travel time on the source side of the path all diffracted raypaths are perturbed equally in travel time.  Changes in the radial velocity structure at the base of the mantle will affect the farther diffracted arrivals more than those just inside the shadow zone.  As the ray paths follow an arc at the base of the mantle, the slope of the travel time is easily related back to the velocity at the core-mantle boundary using simple geometry.

Figure 2. Travel time curve (uncorrected for receiver-side heterogeneity) for Pdiff plotted against distance.  Diffracted arrivals are recorded are identified in this study out to a epicentral distance of 167°.  The slope of the travel time curve (here presented as p, the ray parameter) is 0.19 sec/deg slower (steeper slopes are the result of slower lowermost mantle while a shallower slope can be attributed to faster velocities at the lowermost mantle) than the anticipated slowness according to PREM (4.428) at 1s periods.  This simple discrepancy of roughly 5% was also found by previous ray parameter studies (e.g. Mondt, 1977) and inferred as evidence for a strong negative gradient at the base of the mantle.

Figure 3. The equal-log-period-width filter passband limits utilized to study the period dependence of the ray parameter.  In this case 20 minimum-phase Butterworth filters with a slight overlap (1/3 of the width) in range from 6s to 100s.  This was found to exceed the useful signal range which was about 10s to 70s for this particular event.  For smaller magnitude events the range in recoverable periods is expected to be less.

Figure 4. Cluster dendrogram demonstrating the effectiveness of noise elimination when employed in tandem with the multi-channel cross-correlation technique.  Records are actual data filtered at 25s to 60s and windowed with an ~80s boxcar window.  Polarities are uncorrected at this stage.  The inflection point in the dendrogram gives a reasonable level for setting a cutoff for the removal of noisy records.  We do not observe “continental scale” clusters at narrow frequency bands, rather all signals appear to share a common waveform.

Figure 5. Alignment of more than 300 Pdiff signals on a global scale.  The signal has been tapered with a Blackman taper.  Note the strong match in amplitude for the first three peaks.  The inversion has aligned the signals best between the two strongest peaks in the signal.  Alignment away from the strongest peak deteriorates due to the slightly different frequency content of the individual records.

Figure 6. Spectral signal to noise ratio of the Pdiff signals utilized in this investigation.  The resolution at long periods is significantly reduced due to the small window necessary to exclude depth and core phases.  There are two clear minima at 5s and 8s associated with the microseismic noise peaks that make intermediate period analysis substantially more difficult as the SSNR drops rapidly below an appreciable level.  A shift to higher SSNR at short periods for most records is related to the majority of stations being located only a short distance in the shadow zone so that the short periods have not decayed so quickly.  For farther stations the signal to noise ratio below 5s is flat at 1.0 indicative of complete signal loss at short periods.

Figure 7.  Cluster analysis dendrogram for a narrow pass band from 9.1s to 10.8s periods.  Once again the optimal cutoff was found to be the inflection point.  Note that in comparison to the dendrogram presented in Figure 4 the cutoff is significantly lower even though the signal is much more oscillatory.  This discrepancy is due to the windowing as well as to the non-aligned records including a broader range of periods which allows the varying spectral amplitude content to manifest as weaker correlation amongst the signals.  Narrow pass band alignment therefore better eliminates the effects of dispersion on the measured relative arrival times.

Figure 8. The inversion for relative arrival times is a least squares best fit to the multi-channel cross correlation approach.  Records that exhibit phase hopping will have widely scattered preferred arrival times which can easily identified by looking at the overall fit of the inversion as shown here.  This also will reduce the overall confidence for all relative arrivals, but with a weighted inversion such side effects are not as catastrophic. 

Figure 9.  Depth slice at 200km for the four 3D mantle models utilized to make travel time corrections.  DZ04 [Zhao, 2004] was inverted for from an ISC dataset using a ray approximation.  Pdiff was included in this inversion.  MIT2006 is an unpublished model by Rob van der Hilst, Hrafnkell Kárason, and Li Chang utilizing the ISC dataset and other data including Pdiff-PKP measurements.  PRI-P05 [Montelli et al, submitted 2006] is the revised version of their original finite frequency tomography model [Montelli et al, 2003] to include revised crust corrections.  RMSL-P06 [Reif et al, submitted 2006] is the latest Scripps long period waveform model.  This model utilized a raypath approximation in the inversion and was jointly constrained with their S model RMSL-S06 due to the weak constraint on P velocities in the upper mantle.  The RMSL-P06 model is the best model for ray-based long period corrections.  This is because long period perturbations are reduced to the raypath which, using a ray-based correction such as in this investigation, allows for accurate extraction of the long period perturbations from a ray.

Figure 10.  Same mantle models from Figure 9, now at a depth of 600km.

Figure 11. Same mantle models from Figure 9, now at a depth of 2891km (CMB).

Figure 12. Map showing the event to station geometry.  Lines diverging and converging to the antipode are lines of azimuth stepped at 5° increments.  Cross lines indicate degree distance from the epicenter (labeled).  Stations are shown as red triangles, and are all located beyond the 100° mark.  Note the strong coverage for the US and Europe, but the disproportionately small number in Africa, South America, Greenland and Northern Canada.  

Figure 13. Profile locations for the relative arrivals measured.  The profiles are far greater in number for the northern hemisphere as expected from the station coverage.  As most data come from the good fanning of 60° to 240° longitude and 30° to 60° latitude, our results should give a good assessment of this broad region of the lower mantle.

Figure 14. The profile length necessary to make inferences about lowermantle structure in previous studies had not been evaluated due to the lack of available station locations.  Here we redundantly determined the rayparameter using profile lengths of (a) 10°-15°, (b) 15°-20°, (c) 20°-25°, and (d) 25°+.  The shortest profiles obviously show the most scatter, which we believe to a result of poor knowledge of the overlying upper mantle.  The short profile dataset does show the overall trend regardless of this scatter, a good indication that most of the short profiles may be of value.  Longer profile datasets exhibit significant reduction in variation except at periods greater than 40s where noise appears to have deteriorated the results.

Figure 15.  Variance reductions associated with the travel time corrections for (a) full mantle path corrections, (b) ellipticity corrections, (c) crust+elevation corrections, and (d) combined corrections.  Note that mantle corrections dominate the overall variance reduction to the data set.  The long period model RMSL-P06 does the best job to fitting the data.  MIT2006 and PRI-P05 are closely matched at about half the performance of RMSL-P06.  DZ04 appears to have only a slight positive contribution to our dataset.  A clear trend to weaker reduction with longer periods is observed.  The reduction drop is about 10% for the mantle corrections and 5% for the ellipticity corrections.  The crust corrections do not appear to have any overall benefit to the data set.

Figure 16.  The corrected profile data demonstrate a trend to higher ray parameter values with increasing period regardless of the current level of noise in the longer period measurements.  The overlying blue line is the period-dependent ray parameter measured from a single profile of reflectivity synthetics generated in a PREM earth model.  The synthetic data shows a bumpy behavior due to noise levels.  We repeated measurement of the synthetic dispersion multiple times and found it to be accurate.   Both the observed and synthetic data show a strong dispersive behavior with longer periods being slower than intermediate periods.
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Sheet1

		Timing Correction		Low		High		Avg. Mag.

		DZ04		-1.342		1.487		0.6777

		MIT2006		-0.687		1.111		0.3436

		PRI-P05		-0.977		1.623		0.3941

		RMSL-S06		-1.598		1.358		0.4016

		Ellipticity		-0.554		0.901		0.352

		CRUST2.0 - crust		-0.706		1.028		0.2611

		CRUST2.0 - elevation		0		0.931		0.164






_-1201663936.xls
Sheet1

		Deep Banda Sea Earthquake

		Timing		Jan. 27, 2006 16:59:04.8 GMT

		Latitude		-5.61

		Longitude		128.2

		Depth		397.4

		Mb		7.0

		Mw		7.6

		Half Duration		16

		Scalar Moment		3.55x1027

		Mrr		-2.42

		Mtt		-0.616

		Mpp		3.04

		Mrt		-1.17

		Mrp		1.49

		Mtp		1.12

		Exponent		27






