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A distinguishing characteristic of deep earthquakes has been the
absence of observable aftershock sequences'”. Here we report the
first extensive deep-earthquake aftershock sequence to be
observed; it was recorded by an array of eight broadband seismo-
graphs following the 9 March 1994 deep Tonga earthquake. The
aftershocks show a power-law decay with time following the main
shock, as is typical of shallow events. Most of the well located
aftershocks are concentrated along a steeply dipping plane consist-
ent with one of the nodal planes of the main-shock mechanism
and the mechanisms of three large aftershocks. Assuming these
aftershocks denote the main-shock rupture area, they define a
50 x 65 km fault plane extending across the entire width of the
active seismic zone and into the surrounding aseismic region. The
width of the aftershock zone is wider than the expected width of
the metastable olivine wedge, demonstrating that either the width
of the metastable olivine material exceeds previous estimates, or
the aftershocks are not confined in such a wedge.

It has long been noted that an important difference between
deep earthquakes (depth>300km) and shallow earthquakes
(depth <70 km) is that the former produce very few aftershocks.
Shallow earthquakes are characterized by numerous aftershocks
showing an exponential decay with time. A few such aftershock
sequences have been reported for intermediate-depth events™,
but well developed aftershock sequences have not been observed
for deep earthquakes. This difference in aftershock behaviour
has been used as primary evidence for a difference in earthquake
generating mechanisms between shallow and deep earth-
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quakes">>®. The lack of aftershocks for deep earthquakes has
also prevented delineation of the rupture zones of large, deep
earthquakes. Previous studies suggest that the few observed
deep-earthquake aftershocks do not seem to cluster along the
fault planes of the main shocks’, as aftershocks do for shallow
events.

The 9 March 1994 (moment magnitude M, =7.6; depth,
564 km) earthquake in the Tonga slab was larger than any deep
earthquake during the previous 20 years. This earthquake was
followed by an unprecedented aftershock sequence, which
exceeds the number of aftershocks of all deep earthquakes during
the past 35 years (Table 1), including the recent deep Bolivia
earthquake (M, =8.3)%, the largest deep carthquake ever
recorded. In addition, the deep Tonga earthquake occurred
beneath an array of portable digital broadband seismographs
installed in Tonga, Fiji and Niue Island (Fig. 1) which enables
detailed study of the locations and focal mechanisms of the after-
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FIG 1. Map of the southwest Pacific showing the location of the 9
March 1994 deep Tonga earthquake (star) and the locations of regional
digital broadband seismic stations (large black dots with cross). All
stations are part of a temporary network deployed in late 1993 except
for Samoa, which is a permanent IRIS station. The 4,000-m and 8,000-
m bathymetric contours are shown, atong with the locations of a 2-
year sample of deep earthquakes in the Tonga slab (small black dots).
Seismograph locations are denoted by the island name. The arrow
shows the strike of the steeply dipping fault plane of the 9 March event,
as determined from the aftershock distribution.
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TABLE 1 Aftershocks of large deep earthquakes, 1960-94
Number of aftershocks
Date Location M, Depth my=50 my,=45 Total
15 Aug. 1963 Peru 7.8 543 0 0 ¢}
11 Nov. 1963 Peru 7.6 600 1 2 5
7 Oct. 1968 Izu-Bonin 7.4 457 o] 1 1
31 July 1970 Columbia 8.2 653 0 0 0
30 Aug. 1970 Sea of Okhotsk 7.3 643 o} 0 0
29 Sept. 1973 Sea of Japan 7.8 567 0 0 6]
22 June 1982 Banda Sea 7.4 450 0 0 0
6 Mar. 1984 1zu-Bonin 7.4 457 ¢} 1 2
9 Mar. 1994 Tonga-Fiji 7.6 564 11 40 82
9 June 1994 Bolivia 8.3 636 1 — 36

Earthquakes include all events 300-700 km deep with seismic moment
>1 x 10%° Nm, from Abe?® and the Harvard centroid moment tensor catalogue™.
Aftershock data is from the International Seismological Centre, Newbury, UK,
except for the 1994 Tonga data which are from the monthly Preliminary Determin-
ation of Epicenters (PDE; US Geological Survey) and the regional network, and the
1994 Bolivia data which are from the weekly PDE and Myers et al.%. The total
number of aftershocks is biased by different detection thresholds, but detection
should be uniform at the body-wave magnitude m,=5.0 level. (M,,, moment
magnitude.)

shocks. This array recorded a sequence of 82 aftershocks that
extended for at least 42 days and ranged in body-wave magni-
tude (m,) from 3.8 to 6.0. Many more probable aftershocks were
visible on the records of the two best stations during the initial
hours after the main shock.

The aftershocks show a rapid power-law decay with time
(Fig. 2), as is observed for the aftershock sequences of shallow
earthquakes’ ''. We fitted the time distribution of the after-
shocks using a maximum-likelihood fit to the modified Omori
relationship'='* N(7)=K(t+¢) 7, where N(¢) is the number of
earthquakes per unit time and K, ¢ and p are empirical constants.
This relation provides a good fit to the decay rate (Fig. 2), with
p=1.0 giving the optimum fit. This is identical to the average p
value for shallow earthquake sequences'™'', suggesting similari-
ties in the aftershock generating process between deep and shal-
low earthquakes. But it differs from the only previously
suggested p value for deep earthquakes, p=0.54, obtained from
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FIG. 2 Plot of the number of aftershocks per hour (open circles) as a
function of time after the main shock. Also shown is a line representing
the maximum-likelihood fit to the modified Omori relationship'®"® of
the aftershock times from the first 18 days of the sequence. The after-
shock decay is best fitted by a power-law decay with exponent p=1,
similar to aftershock sequences of shallow earthquakes.
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superposition of data from many earthquakes which individually
had too few aftershocks to obtain a result'’.

We determine the relative positions and uncertainties of the
main shock and aftershocks by inverting P and S phases from
the regional network along with teleseismic P, pP and PKP
phases using a hypocentroidal decomposition algorithm'*. This
method uses arrival times from different earthquakes at the same
station to constrain earthquake relative positions within a
limited source region, thus minimizing the effect of velocity
heterogeneity along the ray paths. The results are displayed and
analysed using a three-dimensional graphics package which
renders the 95% confidence volumes of the earthquake locations
as geometric solids'”.

The main shock and 14 out of 18 well located aftershocks are
localized along a nearly vertical plane (Fig. 3a). Three well loca-
ted aftershocks not displayed in Fig. 3a were located at least
70 km from the main shock hypocentre and seem unlikely to be
part of the main-shock rupture zone. The plane that has the best
least-squares fit to the locations of nine aftershocks that occurred
during the first day following the main event has strike 30°, dip
68°, and the maximum distance of any of the events from the
plane is 5 km.

This plane is in good agreement with a steeply dipping NNE-
striking nodal plane in the focal mechanism of the main shock
(Fig. 4 top). Focal mechanisms were determined by inverting
the regional and teleseismic body waveforms using synthetics
calculated with a reflectivity method'®!'”. The result shows a
north-south striking, steeply dipping fault plane (strike 5%, dip
70%), and is nearly identical to the Harvard centroid moment
tensor solution for the main shock (G. Ekstrom and A. Dzie-
wonski, personal communication). This plane deviates by 25 in
strike from the plane determined from the aftershock locations.
There is, however, considerable evidence for a change in focal
mechanism as the rupture progressed, including changes in the
polarity of broadband-displacement P and S waves during the
rupture pulse and the results of preliminary studies of the main-
shock rupture process'® (M. Kikuchi, personal communication).
Also plotted in Fig. 4 (top) is a focal mechanism determined
solely from P and S wave first motions; it differs by only 57 in
strike and 4° in dip from the plane determined from the after-
shock locations, demonstrating that the aftershock plane is
consistent with the focal mechanism of the first part of the
main-shock rupture.

Broadband displacement waveforms from the regional array
were also inverted for the focal mechanisms of some of the larger
aftershocks (Fig. 4 bottom). These events showed focal mecha-
nisms similar to that of the main shock, with steeply dipping
fault planes roughly consistent with the planar distribution of
aftershocks. The strike of the steeply dipping fault plane varies
from 107 to 45°, suggesting some variability in fault strike.

Within the planar region, the aftershocks concentrate near the
epicentre of the main shock, but they seem to delineate a rupture
zone of ~50 x 65 km (Fig. 3b). This rupture dimension is consist-
ent with that expected for an earthquake of this magnitude, and
combined with the observed rupture duration of ~14 s (ref. 18)
suggests a rupture velocity of ~2.5kms™'. If the main shock
ruptured through the entire region defined by the aftershocks,
this suggests a stress drop of ~1.6 MPa (16 bar), consistent with
previous suggestions that deep earthquakes show similar stress
drops to shallow earthquakes'”".

To investigate the spatial relationship between the rupture
zone of the 9 March event and the Tonga deep seismic zone, we
inverted for the positions of the well located aftershocks relative
to teleseismically recorded earthquakes in this region using the
same relocation method. The fault planc defined by the after-
shocks of the 9 March event 1s nearly vertical and cuts across
the seismically active slab, extending entirely across the thickness
(~30 km) of the active seismic zone (Fig. 3¢). Two events occur
outside the active zone, as defined by the previous seismicity.
These event locations are well constrained and the one to the
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FIG. 3 Three-dimensional views of the best-located aftershocks. Each
panel shows the 95% confidence ellipsoid for each earthquake deter-
mined by a hypocentroidal decomposition inversion*® of arrival-time
data. All arrival times and associated uncertainties were picked by our
research group except that teleseismic arrival times compiled by the
monthly PDE bulletin were added. Only events showing 95% confidence
semiaxis lengths of <8 km are plotted. All of these well located events
have at least ten arrival times from our regional network as well as at
least eight teleseismic arrival times. a, Side view of the planar config-
uration of aftershocks (almost edge-on to the fault plane). The main-
shock epicentre is denoted by a white ellipsoid (located at 17.99° S,
178.25° W), and the aftershocks by green ellipsoids. The plane that
best fits the aftershock locations is also shown (yellow). b, Side view
perpendicular to a showing the spatial extent of the planar aftershock
configuration. The aftershocks fill a 50 x 65 km planar region that prob-
ably represents the rupture zone of the main shock. ¢, Results of a
joint inversion of the best-located aftershocks (green) and 1980-87
teleseismic seismicity with at least 30 recorded arrivals (blue) in the
region between 17° and 19° S latitude. This is a map view (north is up)
of all events between 525 and 615 km depth. Because the seismicity
zone is vertical in this area, the view shows two vague linear bands of
events (blue) which suggest a double seismic zone'>. The events in the
planar aftershock region (green) extend entirely across the seismically
active portion of the slab and into the surrounding aseismic region.

FIG. 4 Focal mechanisms of the 9 March 1994 deep Tonga earthquake
and larger aftershocks. Top, lower-focal-hemisphere projection of the
main shock determined from first motions (short dashed lines) and from
inversion of regional and teleseismic long-period three-component data
(solid lines). The orientation of the plane which best fits the well located
aftershocks that occurred during the first day after the main shock
is also shown (long dashes). The difference between the first-motion
mechanism and the long-period inversion suggests changes in the focal
mechanism during the rupture, with the steeply dipping plane of the
first motion mechanism showing excellent agreement with the plane
determined from the alignment of aftershocks. Bottom, source mecha-
nisms determined for the larger aftershocks from inversion of regional
three-component data. All the mechanisms display steeply dipping
north- to northeast-striking fault planes consistent with the main-shock
focal mechanism and the alignment of aftershocks, but with some vari-
ability indicating heterogeneity in fault orientation. The 27 March 1994
event, located outside the active slab as defined by the background
seismicity (Fig. 3c¢), shows a focal mechanism nearly identical to that
of the main shock.
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north, on 27 March, shows a focal mechanism similar to that
of the main shock (Fig. 4 bottom). This suggests that the main-
shock rupture may have propagated beyond the limits of the
background seismicity in this region, or at least triggered after-
shocks within the normally aseismic region surrounding the
seismically active slab.

Recent research suggests that deep earthquakes may be caused
by transformational faulting, as material within a wedge of met-
astable olivine®' # is transformed to a spinel structure>®**?,
Because the transformation is temperature-activated, deep
earthquakes should occur preferentially in the warmer, outer
regions of the metastable wedge, possible forming a double
seismic zone'>~®. The background seismicity near the 9 March
event, when viewed in cross-section, shows two rather indistinct
vertical alignments of earthquakes along the edges of the slab
that may represent such a double seismic zone (blue ellipses in
Fig. 3¢).

The zone of aftershocks of the 9 March event cuts across the
entire zone of seismicity and some distance into the surrounding
aseismic region, extending for at least 55 km in a direction per-
pendicular to slab strike. Although it may be possible that the
main-shock rupture did not extend all the way to the outer
aftershocks, the two aftershocks unmistakably initiated outside
the normal zone of seismicity. The 55 km width of the aftershock
zone exceeds both the width of the background seismicity in the
slab (Fig. 3¢) and current estimates of the width of the metast-
able wedge'**’ based on slab thermal models®® and the kinetics
of the olivine-spinel reaction’'”* (~20 km at this depth in the
Tonga slab). We propose that either the metastable olivine
wedge is much wider than previously thought, because of defi-
ciencies in the thermal models or kinetic calculations, or that
the aftershocks are not confined within such a wedge. The first
option seems unlikely, as it requires an explanation for the con-
finement of the background seismicity to a zone much narrower
than the metastable wedge. If the aftershocks are occurring out-
side the zone of metastable olivine, then a mechanism for their
occurrence other than transformational faulting must be
sought. Ul
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VISUAL-SPATIAL attention is an essential brain function that enables
us to select and preferentially process high priority information in
the visual fields". Several brain areas have been shown to partici-
pate in the control of spatial attention in humans®>, but little is
known about the underlying selection mechanisms. Non-invasive
scalp recordings of event-related potentials (e.r.ps) in humans have
shown that attended visual stimuli are preferentially selected as
early as 80-90 ms after stimulus onset®’, but current e.r.p.
methods do not permit a precise localization of the participating
cortical areas. In this study we combined neuroimaging (positron
emission tomography) with e.r.p. recording in order to describe
both the cortical anatomy and time course of attentional selection
processes. Together these methods showed that visual inputs from
attended locations receive enhanced processing in the extrastriate
cortex (fusiform gyrus) at 80-130 ms after stimulus onset. These
findings reinforce early selection models of attention® .

In our spatial attention task, healthy young subjects (N =10)
attended selectively to the right or left half of bilateral stimulus
arrays that were flashed in rapid sequence (Fig. 1, top).
Attention was directed covertly while the subjects’ gaze
remained fixated on a central dot; fixation was verified with
both electro-oculographic and high-resolution infrared video
methods. Changes in regional cerebral blood flow (activation)
as a function of selective attention were measured using the
positron emission tomography (PET) H,°O method. These
activations were first visualized as difference images derived
by subtracting the images obtained during passive viewing
from those obtained in the attend-left or the attend-right
conditions (Fig. 1). Focused attention produced significant
PET activation in the hemisphere contralateral to the attended
visual hemifield (Table 1). Specifically, attending to the left pro-
duced a significant activation in the right posterior fusiform
gyrus of extrastriate visual cortex (Fig. 1, left column), whereas
attending to the right produced activation in the left fusiform
gyrus (Fig. 1, right column).

Significant activations were also obtained in the right anterior
cingulate gyrus, and left superior frontal gyrus for the attend-
left minus passive PET images (Table 1). Significant activations
in the thalamus reached statistical significance only for the
attend-right minus passive subtraction (Fig. 1). No significant
attention-related activations were obtained in the striate cortex
or parietal cortex in this task.

1 To whom correspondence should be addressed.
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